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There is a mistake in Theorem 4.2 in Godichon-Baggioni (2019). This theorem should be
written as follows:

Theorem 4.2. Suppose Assumptions (A1) to (A5a) hold. Suppose also that there are y > % -1
and C;, such that for allh € H,

E |[|Vig (X W)IF| < Cy (14 [Ih—m*7). M

Then

an

1Zy — m|* = O <ln”> a.s.

Furthermore, for all 6 > 0,

n

| Zn — mHz =0 (W> a.s.

Remark that condition (1) is verified since Assumption (A5b) or (A5b’) hold. This error
come from the fact that there is a mistake in the proof. More precisely, Lemma 6.1 which
should be written as folllows:

Lemma 6.1. Suppose Assumptions (A1) to (A3) and (A5a) hold. Suppose also that there are
7 > % —1and C, such that forall h € H,

E [ Vhg (X, m)[F27] < Cy (1++ 1 —m*27).

Then

an

Inn
1Bu_1Ma|> = O < ) as.

The proof of this lemma is given in Cénac et. al (2020) (see Theorem 6.1).
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